Human-Aware Robot Motion Planning with Velocity Constraints
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ABSTRACT

This paper addresses the issue of how high-speed robots may move among humans such that the robots complete their tasks efficiently while the humans in the environment feel safe and comfortable. It describes the Segway robotic platform used for this research and then discusses the three primary research areas needed to develop the human-aware motion planner. First, it is necessary to conduct experiments with humans to develop human aware velocity constraints as a function of the distance of the robot from a human. Next, these velocity constraints must be used to plan the robot motion in real time. Finally, practical implementation of this motion planner requires the ability to robustly detect humans using the available vision sensors. The approach taken to each of these problems is described in this paper along with preliminary results.
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1. INTRODUCTION

An emerging and growing area of robotic research is human-robot interaction (HRI) [1, 2]. A major aim of HRI research is to ensure that robots can serve and interact with humans in ways that feel natural, non-threatening, and even enjoyable to humans. Most research in HRI [3, 4] focuses on direct, cognitive interaction between humans and robots. However, non-cognitive and indirect interaction is also of great importance. For example, recognize that in human interactions, unwritten social norms dictate how we move around each other in crowds and how we approach each other physically for direct interaction. These norms may vary slightly based on culture, but they certainly exist globally. As one specific illustration, notice that even when a human is in a rush to reach a destination, he or she is generally careful not to approach someone who is moving in the opposite direction in a manner that will give that person concern that a collision is possible. Humans also have learned to stop at a ‘respectable’ distance from another when approaching them for direct interaction.

The research presented here is in the general area of what has been called human-aware motion planning [5, 6, 7]. Although this research may be viewed as a subset of motion planning research [8, 9], the key difference in human-aware planning is that humans are not treated as simply objects in the environment. Instead, the planning acknowledges the psychological dimensions of the human ‘objects’ and hence treats them differently than non-human objects in the environment.

Most research in human-aware planning is being conducted in Laboratoire d’Analyse et d’Architecture des Systemes (LAAS) in France [6, 7, 10]. Their research focuses primarily on planning in indoor environments using two criteria: safety and visibility. The first criterion focuses on ensuring safety by controlling the distance between the robot and humans. The second criterion aims to improve human comfort by encouraging the robot to stay in the humans’ field of view. The overall system has been implemented on a robot called Rackhma, a B21r robot from iRobot. The planner is essentially a standard A* path planner that is not capable of planning for velocity constraints or taking into account either the kinematics or dynamics of the vehicle. Rackhma only moves in indoor environments at low speeds less than 1m/s.

In contrast, this paper focuses on high speed robots operat-
Figure 1: System elements for the human-aware motion planner.

Figure 2: The indoor-outdoor Segway RMP 200 robot system.

2. Overall System and Approaches

The research focuses on development and experimental implementation of the three major areas of velocity-constrained, human-aware motion planning: 1) the response of humans to robot to yield human-aware velocities constraints, 2) robot motion planning with human-aware constraints to provide velocity-constrained optimal trajectories, and 3) human detection and tracking using robot-mounted vision sensors to obtain human position and velocity. Fig. 1 illustrates the overall motion planning system. Since experimentation is integral to this research, the robotic platform upon which the experiments are based and the environment in which some of these experiments are undertaken is first described.

2.1 Experimental Platform and Environment

The robot needed in this research has these primary requirements: It must be both large and fast enough to provide a substantial possible threat to a human, and it must be capable of moving efficiently in outdoor environments. To satisfy these the robotic platform chosen is the indoor-outdoor Segway RMP 200, which has a height of about 5 ft (the top of the Bumblebee camera) and is capable of moving at speeds up to 10 mph. This Segway has already been equipped with the necessary control software and sensors. In particular, Player/Stage [11] was chosen as the robotic device control software, and as shown in Fig. 2, it has been equipped with a SICK laser range finder and a Bumblebee stereo camera. Additional sensors are the wheel encoder and an inertial navigation unit provided with the Segway platform.

The experiment is set up in an outdoor grass field in the midst of trailer buildings. Additional objects, such as cars and boxes, can be added to the environment to increase its complexity. This is particularly important for the human detection task, since it is desired to show human detection in unstructured and complex environments.

2.2 Measuring and Modeling Human Response to Robot Motion

Human response to approach by robots has not been well studied. There are several factors which should be considered in developing an approach to measure such responses. First, there are no generally accepted societal rules of interaction between humans and robots because robots are currently not widely deployed and the ones that are deployed (e.g., Roomba) generally lack adaptive response to humans.
This research uses a recently developed sampling based motion planning approach called Sampling Based Model Predictive Control (SBMPC) [17]. This method was derived by applying the concept of sampling within the paradigm of model predictive control (MPC) [18, 19, 20, 21]. SBMPC may be seen as a “fast” version of MPC, which was originally developed for relatively slow processes in the petroleum and chemical industries and is well known to have difficulties in computing control inputs in real time for processes with fast dynamics (e.g., robots). SBMPC differs from traditional sampling based methods in that it replaces the potentially costly BVP of these methods with integration by sampling in the system control input space. This also has the effect of eliminating the need for the NN search due to the fact that the sampled input is applied directly to a current node.

### Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Time</td>
<td>1.0s</td>
</tr>
<tr>
<td>Subsampling Time</td>
<td>0.1s</td>
</tr>
<tr>
<td>Velocity: $u_1$ (m/s)</td>
<td>$[-2.0, 2.0]$</td>
</tr>
<tr>
<td>Steering Rate: $u_2$ (rad/s)</td>
<td>$[-\pi/2, \pi/2]$</td>
</tr>
</tbody>
</table>

To illustrate the capability of SBMPC, consider its use with a kinematic model of an Ackerman steered vehicle. The two inputs to the model are the forward velocity and the steering rate, which determine the position and orientation of the vehicle. The SBMPC algorithm was applied to randomly generated scenarios with 50 obstacles of various sizes. The velocity and steering rate were constrained as indicated in Table 1. One sample is shown in Fig. 3. The thin segments represent all the trajectories that were evaluated while the thicker line represents the calculated trajectory. The smoothness of the trajectory indicates how the steering rate constraint limits the maneuverability of the vehicle, forcing it to make wider turns than would occur without this constraint.

### 2.4 Human Recognition Using Vision Sensors

Different detection methods have been proposed and used based on different “human” models, i.e., what constitutes a human in terms of available features from sensor inputs. Since faces are the most prominent features of humans, human detection can be based on face detection (see [22] for a recent survey). This method is particularly attractive because frontal and profile faces can be detected in real-time [23] using a typical laptop computer. Facial-based detection has been used and demonstrated in experimental human robot interaction systems [24]. Clearly, this method of human detection should not be relied on as the sole method of detection since humans that are not facing a robot cannot be detected. Human detection can also be based on shape, motion, and other features. In [25], size and shape constraints...
of pedestrians are used to segment candidate regions based on disparity edges from stereo inputs, and a neural network is used for pedestrian recognition. In [26], human motion is detected using the difference between image frames. Outside the context of mobile robots, detecting and tracking people has also been widely studied, especially for video surveillance applications (see [27, 28, 29, 30] for recent surveys). However, most methods are not applicable directly to human-robot interaction systems due to the real-time constraints, limited availability of sensors, and lack of robustness in performance.

In order to enable robots to interact with humans robustly, humans in the vicinity of robots must be detected and tracked in real-time and their positions and velocities must be accurately estimated. In this research, the problem of detecting and tracking humans is decomposed as follows: 1) robust estimation of 3D point clouds of the environment, including ground surface detection, and 2) detection of candidate regions of humans.

**Robust Estimation of 3D Point Clouds.** A BumbleBee stereo camera (shown in Fig. 2) is used along with computer vision algorithms to estimate 3D point clouds. The BumbleBee stereo camera was chosen because the two component cameras are aligned horizontally, and built-in functions are available to remove radial as well as other types of image distortions. Hence, the resulting component cameras are essentially equivalent to ideal pinhole cameras.

Stereo reconstruction has been widely studied and the algorithms are well understood [31, 32]. The key problem for robust 3D reconstruction is to establish accurate and robust correspondences, i.e., to find the image point in the right image that “corresponds” to a given image point in the left image.

To further improve the accuracy, an efficient sub-pixel matching algorithm is used. Given a left image \( f(x, y) \) and a right image \( g(x, y) \), the normalized cross correlation at point \((x_0, y_0)\) for a window size \((2M+1) \times (2N+1)\) for disparity \((u, v)\) is given by

\[
NCC(x_0, y_0, u, v) = \frac{\sum_{i=-M}^{M} \sum_{j=-N}^{N} \tilde{f}(x_0 + i, y_0 + j)g(x_0 + u + i, y_0 + v + j)}{(2 \times M + 1)(2 \times N + 1)^{\frac{1}{2}}(\tilde{f}(x_0, y_0)\tilde{g}(x_0 + u, y_0 + v)},
\]

where \( \tilde{f}(x_0 + i, y_0 + j) = f(x_0 + i, y_0 + j) - \bar{f}(x_0, y_0) \), \( \bar{f}(x_0, y_0) \) is the local mean, and \( \tilde{f}(x_0, y_0) \) and \( \tilde{g}(x_0 + u, y_0 + v) \) are the local variance. Note that normalized cross correlation depends on the alignment, and even sub-pixel misalignment can have a large effect. To overcome this problem, bilinear interpolation is used to create a continuous image for \( g(x, y) \). Our prior research has shown that by using integral images \([23]\), NCC can be computed to the sub-pixel accuracy without much additional computation \([33]\).

**Candidate Region Detection for Humans.** The method initially implemented in [24] is adopted for finding initial candidate regions. A map of the environment is first built with only background objects during a training phase. Background objects are defined to be any non-human objects present in the scene. During typical running phases, candidate regions of humans are estimated by first calculating a height map of the current scene. The height map is formed by obtaining the highest 3D point in a given region. From this, the background scene can be modeled by taking into consideration previous height maps in the image sequence. Human candidate regions can be estimated by finding the height difference in sampled grids of the ground surface between current height maps and the background scene. If the height difference is significant, foreground objects must be present and these regions will be marked as candidate human regions to be later processed by face detection algorithms. If the face detection algorithms return a successful match, the point cloud corresponding to the candidate region is labeled as a human.

The current implementation of our method focuses on face detection. Further study is being considered on more effective and robust ways of detecting human candidate regions by collecting and modeling human body profiles relative to the ground surface. For example, human bodies have two legs and two feet (almost always close to the ground surface) and they should generate a relatively unique signature if point clouds of certain heights above the ground surface are modeled.

**3. Experimental Results**

This section shows the preliminary results of human response experiments, the human aware motion planner, and human detection and recognition respectively.
3.1 Preliminary Results of Human Response Experiments

Four sets of experiments to measure human response have been performed. The layout for each set of experiments is given in Fig. 4. In each experiment the Segway robot started at the same position and approached the human subjects in the same direction. The speed $v$ of the robot and the stopping distance $d$ were varied. The parameters of the four sets of experiments are shown in Table 2. The human subjects ranged in age from 20 to 30. The response of the subjects was determined by a video camera and a questionnaire that asked whether the subject felt: 1) safe, 2) slightly unsafe, 3) unsafe, 4) very unsafe.

As illustrated by the two subjects in Figs. 5(a) and 5(b), at the higher robot speed, some of the subjects actually showed visible concern for their safety by moving as the robot approached. However, as illustrated by the two subjects in Figs. 5(c) and 5(d), at the slower speeds the subjects always remained stationary as the robot approached. The results of the final evaluation are shown in the last column of Table 2. The results clearly show that the robot needs to be human-aware when approaching a person. Fig. 6 shows the extracted velocity constraints for the above experiments. The straight line is a least square fit.

3.2 Preliminary Results of Human Aware Motion Planner

SBMPC has been simulated in Matlab by using some assumed human-aware constraints and a kinematic model of the differentially steered Segway robot. For this model the control inputs are the linear acceleration $a$ and the angular
acceleration $\alpha$. The output are the robot position and orientation in the inertial frame.

The human-aware constraint associated with each human was assumed to be the position-dependent velocity constraint, given by

$$v(r) = \begin{cases} 
0, & r \leq r_0 \\
kr, & r_0 < r \leq r_{\text{max}} 
\end{cases} \quad (2)$$

where $k > 0$ is a constant scaling factor, $r_0$ is the radius of a human-centered circle that the robot is not allowed to enter, and $r_{\text{max}}$ is the radius of a larger circle outside of which the robot does not need to constrain its velocity. The constraints of (2) require the robot to decrease its velocity as it approaches a human.

Figs. 7 and 8 show the results of the motion planner. In these figures, the large cones correspond to the velocity constraints around humans, while the small cylinders are simply static obstacles. The solid lines connecting the start and the goal are the actual paths of the robot. The dashed lines connecting the start and the goal are the trajectories of the robot.

3.3 Preliminary Results of Human Detect and Recognition

Fig. 9(a) and (b) shows the respective left and right rectified images from the BumbleBee camera. The image pair is used to find corresponding points and estimate the robust 3D point cloud shown in Figure 9(c). This point cloud is then analyzed in order to find a candidate region. The candidate region is determined by finding the 3D points that do not belong to the background. These points are shown in Figure 9(d).

Face detection examples are shown in Figure 10(a) and (b). The face detection algorithm implemented here is part of the OpenCV computer vision open source library. Figure 10(a) shows successful face detection from a frontal view, and figure 10(b) shows detection of a profile (side) view.

4. Conclusions

A human-aware motion planner that is fundamentally concerned with how high-speed robots may move among humans such that the robots complete their tasks efficiently while the humans in the environment feel safe and comfortable has been presented. Human’s safety and comfort are quantified to be distance-dependent velocities by measuring human’s emotions and physical motion through human response experiments. The overall system includes three major parts: 1) human response experiments to mathematically find out the human preference constraints to the robot; 2) a sampling-based model predictive control algorithm used to plan an optimal trajectory with consideration of human-aware velocity constraints; and 3) a human detection algorithm used to accurately locate humans and obtain humans’ velocities. Currently, each aspect has been successfully simulated or implemented separately. Future work will integrate these three aspects to develop and implement a complete human-aware motion planning system for the Segway RMP 200 robot.
Figure 9: (a) and (b) A stereo image pair from the Bumble-Bee camera, (c) the reconstructed 3D point cloud using a standard normalized cross correlation matching algorithm, and (d) the estimated human candidate regions.

Figure 10: Two separate examples of face detection results on candidate regions.
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